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Multilingual Usage and Claims
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● What are the capabilities of LLMs to understand and generate 
text in Indian Languages?

● How are LLMs that support Indian languages developed? What 
are the key characteristics (license, access, ownership etc)?

● How many resources are available for Indian languages, does this 
correlate with the number of speakers? How do resource gaps 
impact LLM performance?



Methodology

LLMs Evaluation

We conduct analysis using existing frameworks proposed by Ecosystem Graphs (Bommasani et al 2023)1 and by KJ et al. 2024

1 - https://crfm.stanford.edu/ecosystem-graphs/

https://arxiv.org/abs/2303.15772
https://arxiv.org/abs/2406.09559
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We conduct analysis using existing frameworks proposed by Ecosystem Graphs (Bommasani et al 2023)1 and by KJ et al. 2024
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Analysis
● We analyze 28 models that support Indian languages using the methodology 

outlined before.
● Models trained on multilingual corpora with Indian language data in them 

were also included.

Multilingual 
Models

10/28 are fully pre-trained or 
fine-tuned on Indian languages

Indic 
Models
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Airavata - Indic Instruct 

dataset
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(Ahuja et. al 2024) “MEGAVERSE: Benchmarking Large Language Models Across Languages, Modalities, Models and Tasks” - https://arxiv.org/abs/2311.07463
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Understanding

Generation

Natural Language Inference, POS 
Tagging, Text Classification, Sentiment 

Analysis, Name-Entity Recognition, 
Paraphrase Detection, Commonsense 

Reasoning, 

Translation, Summarization, 
Question-Answering, Image Captioning, 

Multiple choice Question-Answering, 
Task Oriented Dialogue

(Ahuja et. al 2024) “MEGAVERSE: Benchmarking Large Language Models Across Languages, Modalities, Models and Tasks” - https://arxiv.org/abs/2311.07463
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Evaluation Majority of Evaluation Datasets support 
12 most widely spoken Indian Languages
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No: of Speakers Source - https://en.wikipedia.org/wiki/Languages_of_India



Evaluation

No: of Speakers Source - https://en.wikipedia.org/wiki/Languages_of_India

This ranking is relative to each other and NOT universal
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Takeaways

● Evaluation for low-resource languages is task, language and context specific.
○ Difficult to generalise about coverage across tasks and datasets.

● The performance of models in a language is not directly correlated with the 
number of people who speak the language.

● Data Contamination (Ahuja et al. 2023)

Conference on Language Modeling, “Multilinguality and LLMs Special Session”
Table Image Source - “MEGA: Multilingual Evaluation of Generative AI -
”https://arxiv.org/pdf/2303.12528

https://arxiv.org/pdf/2303.12528


● Evaluation has been 1-D so far
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● Evaluating Indian language performance effectively requires a multi-cultural 
and contextual approach

Takeaways

Conference on Language Modeling, “Multilinguality and LLMs Special Session”

Multi-lingual Multi-lingual

Multi-cultural

Community-led participatory approach
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