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A Look at Open-Source 
Deepfake Detection



● Fact-checkers and organizations use a range of automated AI 
tools, both proprietary and open-source, to identify deepfakes 
and media manipulation in video/audio.
 

● We wanted to gain a better understanding of the performance of 
open-source tools and machine learning models.

● Ease of self hosting

● Tradeoff between proprietary and open-source tools

Motivation



Deepfake-o-Meter

● 18 state-of-the-art deepfake detection ML models.

● It is an active platform, and more likely
to have the best-performing 
methods and models. ImageVideo
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Examples

RawNet2-Vocoder

Arvind Kejriwal

Narendra Modi

voice clone example, generated by using Coqui’s XTTS-V2 voice cloning TTS model - https://huggingface.co/coqui/XTTS-v2

❌

Is Synthetically 
Generated?

❌



Examples
Whisper (finetuned ensemble)

Text-to-Speech 1

Text-to-Speech 2

Audio Generated using Indic Parler TTS - 

Is Synthetically 
Generated?

🟡

🟡



Examples
LSDA (Latent Space Data Augmentation)

Audio Generated using Indic Parler TTS - 

Is Synthetically 
Generated?

20% likelihood

http://www.youtube.com/watch?v=K2z_Q07hlog


Examples
LSDA (Latent Space Data Augmentation)

Audio Generated using Indic Parler TTS - 

Is Synthetically 
Generated?

40% likelihood

http://www.youtube.com/watch?v=7-4QEinx930
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Some Takeaways
● Most image and video models only support detection of facial 

attributes based manipulation

● Models still face challenges in detecting low-resolution 
manipulations or previously unseen real-world images/audio.

● Audio-based models are trained on good quality controlled 
datasets and failed to perform well on real world examples.

● Open source model have visibility into training data and 
architecture.
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